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What is the nature of the QCD system formed 
in pp or p+A collisions?
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Collective behavior in small systems
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FIG. 2. Elliptic (v2), triangular (v3) and quadrupolar (v4) flow coe�cients from superSONIC simulations (bands) compared
to experimental data from ATLAS, CMS and ALICE (symbols) for p+p (left panel), p+Pb (center panel) and Pb+Pb (right
panel) collisions at

p
s = 5.02 TeV [58–62]. Simulation parameters used were ⌘

s = 0.08 and ⇣
s = 0.01 for all systems. Note that

ATLAS results for v3, v4 are only available for
p
s = 13 TeV, while all simulation results are for

p
s = 5.02 TeV.

imental measurements at mid-rapidity. The source code
to superSONIC is publicly available [57].

RESULTS

Using superSONIC with OSU initial conditions for the
nucleon, central p+p, p+Pb and Pb+Pb collisions atp
s = 5.02 TeV have been simulated using one single fluid

framework with fixed values of shear and bulk viscosity
coe�cients for all systems. The results for the di↵erential
elliptic, triangular and quadrupolar flow at midrapidity
from superSONIC are shown in Fig. 2 together with ex-
perimental results from the ALICE, CMS and ATLAS
experiments [58–62]. The size of the bands shown for su-
perSONIC calculations includes statistical errors for the
simulations as well as systematic uncertainties obtained
from changing the second-order transport parameter ⌧⇡.
The size of the uncertainty bands suggests that simula-
tion results for all systems shown are not strongly sensi-
tive to the presence of other, non-hydrodynamic modes,
and thus a hydrodynamic e↵ective description seems ap-
plicable.

Overall, Fig. 2 implies good agreement between the
superSONIC model and experiment at low momenta for
all collision systems when taking into account the sys-
tematic and statistical uncertainties in both the theory
and experimental results. It should be pointed out that
no fine-tuning of superSONIC parameters has been at-
tempted, so no precision fit of the experimental data can
be expected. Furthermore, note that in the case of p+p
collisions, ATLAS data for v3, v4 is only available forp
s = 13 TeV, more than twice the simulated collision

energy of
p
s = 5.02 TeV.

The case of p+p collision at
p
s = 5.02 TeV has more-

over been studied as a function of multiplicity, and re-
sults for the multiplicity, mean pion transverse momen-

tum, and integrated elliptic flow are shown in Fig. 3 to-
gether with experimental data. This figure suggests that
the multiplicity distribution is well represented in the
superSONIC model, while the pion mean transverse mo-
mentum only qualitatively matches experimental results:
the simulated hpT i values exceed the results measured
by ALICE (at

p
s = 7 TeV) at all multiplicities. This

finding is not surprising given that present simulations
did not include bulk viscous corrections to the pion spec-
tra, which can be expected to considerably a↵ect hpT i
results, cf. Refs. [38, 55, 63]. Given the extreme sensitiv-
ity of hpT i on bulk viscosity for proton+proton collisions
[38], it is quite possible that including bulk corrections to
spectra and/or fine tuning can lead to quantitative agree-
ment of simulation and experiment for hpT i in p+p col-
lisions, while not significantly altering results for p+Pb
and Pb+Pb collisions. Such fine-tuning is left for future
work.

Also shown in Fig. 3 is the integrated elliptic flow coef-
ficient as a function of multiplicity, indicating that v2 sat-
urates at high multiplicities similar to what is observed
experimentally. At low multiplicities, experimental pro-
cedures employed by di↵erent experiments lead to di↵er-
ent results. So while the method employed by the ATLAS
experiment suggests a near constant behavior of v2 as a
function of multiplicity, the method employed by CMS
(not shown in Fig. 3) by construction implies that inte-
grated v2 decreases as multiplicity is lowered. Neverthe-
less, reproducing the apparent saturation of integrated
v2 at around 6 percent for high multiplicities (for which
both ATLAS and CMS experiments agree on) is non-
trivial for any model as this trend depends on the choice
of shear viscosity and nucleon initial state parameters.

For p+Pb collisions and Pb+Pb collisions at
p
s = 5.02

TeV, the model results for dN
dy for the 0-5% highest mul-

tiplicity events are within five percent of the experimen-
tal values at midrapidity [64, 65] when converting super-

Broadly successful description of vn in p+A and even high-
multiplicity pp systems within AA-like hydrodynamic framework!



Corroborative evidence for hydrodynamic paradigm 4

p+Au

d+Au

3He+Au

t = 1.0 fm/c t = 1.7 fm/c t = 3.2 fm/c t = 4.5 fm/c

6420-2-4-6 6420-2-4-6 6420-2-4-6 6420-2-4-6

6
4
2
0

-2
-4
-6
6
4
2
0

-2
-4
-6
6
4
2
0

-2
-4
-6

x [fm] x [fm] x [fm] x [fm]

y 
[fm

]
y 

[fm
]

y 
[fm

]

Te
m

pe
ra

tu
re

 [G
eV

]

0.30

0.25

0.20

0.15

0.10

0.05

0.00

FIG. 2. | Hydrodynamic evolution of small systems.

Hydrodynamic evolution of a characteristic head-on p+Au
(top), d+Au (middle), and 3He+Au (bottom) collision atp
sNN = 200 GeV as calculated by sonic, where the p/d/3He

completely overlap with the Au nucleus. From left to right
each row gives the temperature distribution of the nuclear
matter at four time points following the initial collision at
t = 0. The arrows depict the velocity field of the fluid cells,
with the length of the longest arrow plotted corresponding to
� = 0.82.

perature that evolves in time following the laws of rela-
tivistic viscous hydrodynamics using an equation of state
determined from lattice QCD [17]. Examples of this evo-
lution are shown for p/d/3He+Au collisions in Fig. 2 us-
ing the hydrodynamical model sonic [18]. The first panel
of each row shows the temperature profile at time t = 1.0
fm/c for characteristic p+Au, d+Au, and 3He+Au col-
lisions. The following three panels show snapshots of
the temperature evolution at three di↵erent time points.
The initial spatial distribution also sets the pressure gra-
dient field, which translates into a velocity field of the
fluid cells, which in turn determines the azimuthal mo-
mentum distribution of produced particles. The relative
magnitude and direction of the velocity in each fluid cell
is represented in the figure by arrows. At the final time
point, t = 4.5 fm/c, the mostly circular (top), ellipti-
cal (middle), and triangular (bottom) initial spatial ec-
centricities have been translated into dominantly radial,
elliptic, and triangular flow, respectively. Given these
di↵erent initial geometries, as characterized by the "2
and "3 values shown in Fig. 1, hydrodynamical models
provide a clear prediction for the ordering of the exper-
imentally accessible v2 and v3 signals, following that of
the "n, namely

v
p+Au
2 < vd+Au

2 ⇡ v
3He+Au
2 ,

v
p+Au
3 ⇡ vd+Au

3 < v
3He+Au
3 .

(3)

This ordering assumes that hydrodynamics can e�ciently

translate the initial geometric "n’s into dynamical vn’s,
which in turn requires a small value for the specific shear
viscosity.
There exist a class of competing explanations where

the v2 is not generated via flow, but rather is created at
the earliest time in the collision process as described by
so-called initial-state momentum correlation models. It
is really a mimic flow signal where the initial collision
generates color flux tubes that have a preference to emit
particles back-to-back in azimuth [19, 20]. These color
flux tubes, also referred to as domains, have a transverse
size less than the color-correlation length of order 0.1-
0.2 fm. In this framework, a collision system with a larger
overall area but the same characteristic domain size (for
example d+Au and 3He+Au compared with p+Au and
p+p) should have a weaker correlation because the dif-
ferent domains are separated and do not communicate.
An instructive analogy is a ferromagnet with many do-
mains: if the domains are separated and disconnected,
the overall magnetic field is weakened by the cancellation
of e↵ects from the random orientation in the di↵erent do-
mains. The RMS diameter of the deuteron is 4.2 fm, and
so in d+Au collisions the two hot spots are much further
apart than the characteristic domain size. A straightfor-
ward prediction is then that the v2 and v3 coe�cients
should be ordered

vp+Au
n > vd+Au

n > v
3He+Au
n , (4)

in contradistinction to the hydrodynamic flow prediction.
An experimental realization of the proposed geome-

try scan has been under way since 2014 at RHIC. Col-
lisions of 3He+Au, p+Au, and d+Au at

p
sNN = 200

GeV were recorded in 2014, 2015, and 2016, respectively.
The PHENIX experiment observed elliptic anisotropies
in the azimuthal distributions of the charged particles
produced in all three systems [21–23], as well as trian-
gular anisotropies in 3He+Au collisions [23]. This Letter
completes this set of elliptic and triangular flow measure-
ments from PHENIX in all three systems and explores
the relation between the strength of the measured vn and
the initial-state geometry.
The vn measurements reported here are determined

using the event plane method [24] for charged hadrons
in the midrapidity region covering |⌘| < 0.35, where ⌘ is
the particle pseudorapidity,

⌘ ⌘ � ln

✓
tan

✓

2

◆
, (5)

and ✓ is the polar angle of the particle. The nth order
event planes are determined using detectors in the Au-
going direction covering �3.9 < ⌘ < �3.1. The pseudo-
rapidity gap of |�⌘| > 2.75 between the particle measure-
ments and the event plane determination reduces auto-
correlations, as well as short-range correlations arising
from, for example, jets and particle decays—typically re-
ferred to as nonflow correlations. Estimates of possible
remaining nonflow contributions are included in the sys-
tematic uncertainties. Additional uncertainties related
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The experimental study of the collisions of

heavy nuclei at relativistic energies has estab-

lished the properties of the quark-gluon plasma

(QGP), a state of hot, dense nuclear matter in

which quarks and gluons are not bound into

hadrons [1–4]. In this state, matter behaves as

a nearly inviscid fluid [5] that e�ciently trans-

lates initial spatial anisotropies into correlated

momentum anisotropies among the produced par-

ticles, producing a common velocity field pattern

known as collective flow. In recent years, com-

parable momentum anisotropies have been mea-

sured in small-system proton-proton (p+p) and

proton-nucleus (p+A) collisions, despite expecta-

tions that the volume and lifetime of the medium

produced would be too small to form a QGP.

Here, we report on the observation of elliptic

and triangular flow patterns of charged parti-

cles produced in proton-gold (p+Au), deuteron-

gold (d+Au), and helium-gold (
3
He+Au) colli-

sions at a nucleon-nucleon center-of-mass energyp
sNN = 200 GeV. The unique combination of

three distinct initial geometries and two flow pat-

terns provides unprecedented model discrimina-

tion. Hydrodynamical models, which include the

formation of a short-lived QGP droplet, provide a

simultaneous description of these measurements.

Experiments at the Relativistic Heavy Ion Collider
(RHIC) and the Large Hadron Collider (LHC) explore
emergent phenomena in quantum chromodynamics, most
notably the near-perfect fluidity of the QGP. To quantify
this behavior, the azimuthal distribution of each event’s
final-state particles, dN

d� , is decomposed into a Fourier
series as follows:

dN

d�
/ 1 +

X

n

2vn(pT ) cos(n(��  n)), (1)

where pT and � are the transverse momentum and the
azimuthal angle of a particle relative to the beam direc-
tion, respectively, and  n is the orientation of the nth

order symmetry plane of the produced particles. The
second (v2) and third (v3) Fourier coe�cients represent
the amplitude of elliptic and triangular flow, respectively.
A multitude of measurements of the Fourier coe�cients,
utilizing a variety of techniques, have been well-described
by hydrodynamical models, thereby establishing the fluid
nature of the QGP in large-ion collisions [5].

The LHC experiments were first to observe similar
features in small-system collisions [6–9], followed closely
by reanalysis of previously recorded d+Au data from
RHIC [10, 11]. These unexpected results highlighted the
need to explore whether these smallest hadronic systems
still form QGP. Alternatively, a number of physics mech-
anisms that do not involve QGP formation have been pro-
posed which attribute final-state momentum anisotropy
in small system collisions to momentum correlations in
the initial collisions and are referred to as initial-state
momentum correlation models (see Refs. [12] and [13] for

recent reviews).
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FIG. 1. | Average system eccentricities from a Monte

Carlo Glauber model. Average second (third) order spa-
tial eccentricities, "2 ("3), shown as columns for small impact
parameter p+Au (red), d+Au (blue), and 3He+Au (black)
collisions as calculated from a MC Glauber model. The sec-
ond and third order spatial eccentricities correspond to ellip-
ticity and triangularity respectively as depicted by the shapes
inset in the bars.

A projectile geometry scan utilizing the unique capa-
bilities of RHIC was proposed in Ref. [14] in order to
discriminate between hydrodynamical models that cou-
ple to the initial geometry and initial-state momentum
correlation models that do not. Varying the collision sys-
tem from p+Au, to d+Au, to 3He+Au changes the initial
geometry from dominantly circular, to elliptical, and to
triangular configurations, respectively, as characterized
by the 2nd and 3rd order spatial eccentricities, which cor-
respond to ellipticity and triangularity, respectively. The
nth order spatial eccentricity of the system, "n, typically
determined from a Monte Carlo (MC) Glauber model of
nucleon-nucleon interactions (see e.g. Ref [15]), can be
defined as

"n =

p
hrn cos(n�)i2 + hrn sin(n�)i2

hrni , (2)

where r and � are polar coordinates of participating nu-
cleons [16]. The eccentricity fluctuates event-by-event
and is generally dependent on the impact parameter of
the collision and the number of participating nucleons.
The mean "2 and "3 values for small impact parameter
p/d/3He+Au collisions are shown in Fig. 1. The "2 and
"3 values in d+Au and 3He+Au are driven almost en-
tirely by the intrinsic geometry of the deuteron and 3He,
while the values in p+Au collisions are driven by fluctu-
ations in the configuration of struck nucleons in the Au
nucleus, as the proton itself is on average circular.
Hydrodynamical models begin with an initial spatial

energy-density converted into fluid cells with a given tem-

Small systems geometry scan
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Identified particle v2 vs pT in p+Au, d+Au, and 3He+Au
—Mass ordering well-described by hydro

R. Belmont, UNCG ISMD 2019, 10 September 2019 - Slide 30

Phys. Rev. C 97, 064904 (2018)

d+Au 3
He+Au

p+Au

• Projectile scan at RHIC - v2 & v3 
respond to changes in ϵ2 and ϵ3 
and thus originate from final-
state interactions


• Mass-ordering as expected from 
common fluid velocity


• Other evidence (multi-particle 
correlations, etc.)
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Goal: push measurements of collectivity in 
small systems into new regimes

• Many possible signatures of collective behavior - focus here on azimuthal 
anisotropies


• Delineate the boundaries of where we observe collective effects - can we get 
azimuthal anisotropies to “turn off” in some regime?


• What do our observations imply about the underlying physics mechanisms? 

6



1. Behavior of high-pT 
particles in p+Pb collisions 

ATLAS, Eur. Phys. J C80 (2020) 73
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What to expect in the hard sector?
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FIG. 5. Left: Results for momentum anisotropy coe�cients hvn(⌧f , pT )i for massless partons from

theoretical calculations at low momenta (zeroth order hydrodynamic gradient expansion) and high

momenta (first order eremitic expansion). For illustration, low and high momentum results are

connected through Padé-type fits. Right panel: experimental data [56] for momentum anisotropy

coe�cients for unidentified hadrons in p+Pb collisions at
p
s = 5.02 TeV for central collisions.

V. HIGH ENERGY p+Pb COLLISIONS

One of the unresolved questions in the context of high energy nuclear collision is the

mechanism for the measured sizable v2 coe�cient at high transverse momenta pT >
⇠ 10

GeV, cf. Fig. 4. It has been suggested that the measured v2 coe�cient arises from jet

quenching, with highly energetic particles (jets) losing more energy when traveling through

a longer path length in a medium [57, 58]. However, jet quenching seems to be absent

in proton-lead collisions, yet the experimentally measured v2 coe�cient exhibits the same

behavior as in lead-lead collisions [3], cf. Fig. 5. Eremitic expansions o↵er a potential

alternative explanation for the observed v2 coe�cient, namely through non-hydrodynamic

transport of the initial geometry. While the momentum anisotropies in eremitic expansions

arise from the dynamics of high energy particles, these particles are nevertheless part of,

and flowing with, the medium, as opposed to the modeling of jets, which are by definition

treated separately from the medium.

For this reason, I have simulated central p+Pb collisions through Monte-Carlo sampling

positions of nucleon collisions from a Glauber model, and using these positions as the ini-

tial location of Gaussian hot-spots as explained in the preceding sections. The dynamics

encountered in p+Pb is not boost-invariant, but hydrodynamic simulations seem to indi-

Final-state interactions should 
result in flow & jet 

modification simultaneously… 

Same QGP fluid in p+A, 
but calculate vn under 

many-scatterings 

and 


few-scatterings 
expansions

Romatschke, EPJC 
78 (2018) 636 
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High-pT v2 in early LHC p+Pb data
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In AA systems, high-pT (> 5-10 GeV) v2 
understood as energy loss (diff. energy 

loss in vs. out of plane)
In 2013 p+Pb data, large v2      

@ pT ~ 10 GeV in 0-1% p+Pb…
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FIG. 9. (Color online) The vn(pa
T) with n = 2 to 5 for six N rec

ch event-activity classes obtained for |!η| > 2 and the pb
T range of 1–3 GeV.

The error bars and shaded boxes represent the statistical and systematic uncertainties, respectively. Results in 220 ! N rec
ch < 260 are compared

to the CMS data [28] obtained by subtracting the peripheral events (the number of off-line tracks Noff
trk < 20), shown by the solid and dashed

lines.

pT up to 3–5 GeV and then decrease, but remain positive at
higher pT. For all event classes, the magnitude of the vn is
largest for n = 2, and decreases quickly with increasing n.
The ATLAS data are compared to the measurement by the
CMS experiment [28] for an event-activity class in which the
number of off-line reconstructed tracks, Noff

trk , within |η| < 2.4
and pT > 0.4 GeV is 220 ! Noff

trk < 260. This is comparable to
the 220 ! N rec

ch < 260 event class used in the ATLAS analysis.
A similar recoil removal procedure, with Noff

trk < 20 as the
peripheral events, has been used for the CMS data. Excellent
agreement is observed between the two results.

The extraction of the vn from vn,n relies on the factorization
relation in Eq. (9). This factorization is checked by calculating
vn using different ranges of pb

T for events with N rec
ch " 220

as shown in Fig. 10. The factorization behavior can also be
studied via the ratio [49,50]

rn

(
pa

T,pb
T

)
=

vn,n

(
pa

T,pb
T

)
√

vn,n

(
pa

T,pa
T

)
vn,n

(
pb

T,pb
T

) , (11)

with rn = 1 for perfect factorization. The results with recoil
subtraction (rn) and without subtraction (runsub

n ) are summa-
rized in Fig. 11, and they are shown as functions of pb

T − pa
T,

because by construction the ratios equal 1 for pb
T = pa

T. This
second method is limited to pa,b

T # 4 GeV, because requiring
both particles to be at high pT reduces the number of the

available pairs for vn,n(pa
T,pa

T) or vn,n(pb
T,pb

T). In contrast,
for the results shown in Fig. 10, using Eqs. (9) and (10),
the restriction applies to only one of the particles, i.e., pb

T #
4 GeV.

Results in Figs. 10 and 11 show that, in the region where
the statistical uncertainty is small, the factorization holds to
within a few percent for v2 over 0.5 < pa,b

T < 4 GeV, within
10% for v3 over 0.5 < pa,b

T < 3 GeV, and within 20%–30%
for v4 over 0.5 < pa,b

T < 4 GeV (Fig. 10 only). Furthermore,
in this pT region, the differences between rn and runsub

n are
very small (<10%) as shown by Fig. 11, consistent with the
observation in Fig. 8. This level of factorization is similar to
what was observed in peripheral Pb + Pb collisions [9].

Figure 11 also compares the rn data with a theoretical
calculation from a viscous hydrodynamic model [51]. The
model predicts at most a few percent deviation of rn from
1, which is attributed to pT-dependent decorrelation effects
associated with event-by-event flow fluctuations [49]. In most
cases, the data are consistent with the prediction within
uncertainties.

Figure 12 shows the centrality dependence of v2, v3, and v4
as functions of N rec

ch and EPb
T . The results are obtained for 0.4 <

pa,b
T < 3 GeV, both before and after subtraction of the recoil

contribution. The difference between vunsub
n and vn is very

small in central collisions, up to 3%–4% for both event-activity
definitions. For more peripheral collisions, the difference is
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Using 2016 p+Pb data, push much farther in centrality and pT!



Two-particle correlations for high-pT particles
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Require       
|ΔηB,jet| > 1

Two-particle Δɸ correlation analysis with |Δη| > 2, with “template fit” to 
subtract low-multiplicity-like non-flow component


Use jet-triggered events for a large high-pT particle yield (far above 
what would be obtained in minimum-bias collisions)


Further reduce non-flow by requiring associated particles to be 
separated from any jets in the event…



11

1− 0 1 2 3 4
φΔ

0.61

0.615

0.62

0.625

)
φ

Δ(
Y

 centY
Fit

 periYF + G

(0) periYF +  ridge
2Y

(0) periYF +  ridge
3Y

ATLAS
-1 = 8.16 TeV, 165 nbNNs+Pb p

 < 16 GeV A
 T
p11 < 

 0.28± = 1.82 3 10× 2,2v
 0.28± = 0.46 3 10× 3,3v

/NDF = 0.602χ

| > 1BjηΔ|

1− 0 1 2 3 4
φΔ

0.004−

0.002−

0

0.002

0.004

)
φ

Δ(
 p

er
i

Y
F

 - 
G

) -
 

φ
Δ(

Y

1− 0 1 2 3 4
φΔ

0.62

0.625

0.63

0.635

0.64

)
φ

Δ(
Y

 centY
Fit

 periYF + G

(0) periYF +  ridge
2Y

(0) periYF +  ridge
3Y

ATLAS
-1 = 8.16 TeV, 165 nbNNs+Pb p

 < 100 GeV A
 T
p16 < 

 0.23± = 1.89 3 10× 2,2v
 0.23± = -0.21 3 10× 3,3v

/NDF = 2.212χ

| > 1BjηΔ|

1− 0 1 2 3 4
φΔ

0.005−

0

0.005

)
φ

Δ(
 p

er
i

Y
F

 - 
G

) -
 

φ
Δ(

Y

Two high-pT selections shown here - visible near-side enhancement!

Two-particle correlations for high-pT particles

bottom panels show 
modulation after non-

flow subtraction 



v2 and v3 results
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In >100 GeV jet events, v2 ~ 2-3%                    
at pTch = 50 GeV!


Notice different pT dependence in minimum-
bias triggered vs. jet-triggered events…

More difficult to measure v3, but 
it’s ~1-2% for pTch = 10 GeV



Robustness of signal
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Evidence for non-zero v2 at high-pT 
in a significant fraction of p+Pb 

events (not just top 1%!)
Results pass “factorization test” - 

interpret as a single-particle v2
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Process-dependence to azimuthal anisotropy?
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Decompose particles into ones 
produced by “soft” processes 

(azimuthally ~independent) and 
“hard” processes (aligned with jets)

In 3-9 GeV region, particles in jet 
events are more likely to come from 
“hard” processes (compared to 3-9 

GeV particles in MB events) — lower v2



Comparison to Pb+Pb
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Compare v2 in MB and jet-
triggered p+Pb events to that 
in Pb+Pb events w/ same ε2 
(with ad-hoc scaling factor)


Remarkably similar pT-
dependence - in Pb+Pb, the 

high-pT behavior arises from jet 
quenching…



Interpretation in energy-loss models
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Magnitude of v2 and v3 agrees with 
calculation by Zhang & Liao…

… but measurements of RpA rule out 
the predicted suppression
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What could jet quenching in p+A look like?

Traditional approaches based on centrality-integrated RpA (left) or intra-event 
correlations (right) have placed limits on “out of cone” energy loss

For small E-loss, biggest effect could be in softening of (in cone) fragmentation… 
17

Constraints on jet quenching in p-Pb collisions
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• Coincidence hadron—jet 
measurements in p-Pb
collisions are used to 
constrain possible energy 
loss in p-Pb collisions.

• ∆𝐸𝐸 < 400 MeV at 90% CL
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What could jet quenching in p+A look like?
Some limits from centrality-

integrated jet mass (top) 


and fragmentation       
functions (bottom)


 but need more systematic 
control and statistics           

(for central event selection)


Theory guidance for jet 
modification in p+Pb?
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ALICE, PLB 776 (2018) 249

ATLAS, NPA 978 (2018) 65

First measurement of jet mass in Pb–Pb and p–Pb collisions ALICE Collaboration
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Fig. 6: Fully-corrected jet mass distribution for anti-kT jets with R = 0.4 in p–Pb collisions, compared
to PYTHIA and HERWIG simulations for three ranges of pT,ch jet. Statistical uncertainties in data are
smaller than the markers and in the models are smaller than the line width.
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compared to central Pb–Pb collisions for three ranges of pT,ch jet.
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energy loss. In JEWEL each scattering of the leading parton with constituents from the medium is
computed giving a microscopic description of the transport coefficient, q̂. By default, JEWEL does
not keep track of the momenta of the recoiling scattering centers (“recoil off”). This leads to a net
loss of energy and momentum out of the di-jet system, and is expected to mostly affect low-pT-particle
production. For the jet mass measurement, low-momentum fragments are important, so JEWEL was
also run in the mode in which it keeps track of the scattering centers (“recoil on”). In that mode, more

13



2. Charm and bottom 
quarks in pp collisions 

ATLAS, Phys. Rev. Lett. 124 (2020) 082301
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Heavy flavor modification in Au+Au
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pT and ESE dependence of D-meson vn harmonics ALICE Collaboration
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Figure 4: Average of prompt D0, D+, and D⇤+ meson v2 as a function of pT in Pb–Pb collisions at
p

sNN =

5.02 TeV in the small-q2, large-q2 (see text for details), and unbiased samples, for the 0–10% (top panels) and
30–50% (bottom panels) centrality classes, compared to model calculations [34, 37, 88, 90]. In the LIDO and
DAB-MOD predictions, the ESE selection is performed with a q2 estimator, while in the POWLANG model the
elliptic eccentricity e2 is used.

q2 sample is described by all the available models. On the contrary, in the 30–50% centrality class
the LIDO and DAB-MOD models underestimate the measurement in the large-q2 sample, which is
instead well described by the POWLANG HTL prediction. In the case of POWLANG lQCD, the
theoretical prediction is compatible with the measured v2 for pT < 4 GeV/c and lower for higher pT.
The DAB-MOD calculations give a better description of the experimental data with the M&T approach
for pT < 5 GeV/c and in the Eloss case for pT > 5 GeV/c. When the ratios between the v2 in the ESE-
selected and the unbiased samples are considered, the models seem to better describe the measured
values, owing to similar discrepancies between theoretical predictions and experimental data in the
ESE-selected and unbiased samples. In the small-q2 samples the model predictions are more similar
to each other and the discrepancies are less significant, also due to the larger experimental uncertainties.
Interestingly, different implementations of the same model with the studied transport parameterisations
(i.e. POWLANG HTL vs. POWLANG lQCD, and DAB-MOD(M&T) vs. DAB-MOD(Eloss)) give
similar predictions, suggesting that the effect of the ESE selection is more related to the initial geometry
and the underlying hydrodynamic expansion rather than the dynamic evolution of the heavy quarks in
the medium.

To study a possible interplay between the azimuthal anisotropy of the event and the charm-quark radial
flow (at low/intermediate pT) and in-medium energy loss (at high pT), the ratio of the measured per-event
yields of prompt D0, D+, and D⇤+ mesons in the ESE-selected and unbiased samples has been calculated
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FIG. 1: Invariant yields of electrons from heavy-flavor decays
for different Au+Au centrality classes and for p+p collisions,
scaled by powers of ten for clarity. The solid lines are the re-
sult of a FONLL calculation normalized to the p+p data [18]
and scaled with ⟨TAA⟩ for each Au+Au centrality class. The
insert shows the ratio of heavy-flavor to background electrons
for minimum bias Au+Au collisions. Error bars (boxes) de-
pict statistical (systematic) uncertainties.

lisions, and our corresponding π0 data [6, 29]. The data
indicate strong coupling of heavy quarks to the medium.
While at low pT the suppression is smaller than that of
π0, RAA of heavy-flavor decay electrons approaches the
π0 value for pT > 4 GeV/c although a significant con-
tribution from bottom decays is expected at high pT.
The large vHF

2 indicates that the charm relaxation time
is comparable to the short time scale of flow development
in the produced medium. It should be noted that much
reduced uncertainties and the extended pT range of the
present data permit the comparisons of RAA and v2 of
the heavy and light flavors.

More quantitative statements require theoretical guid-
ance. Figure 3 compares the RAA and v2 of heavy-flavor
electrons with models calculating both quantities simul-
taneously. A perturbative QCD calculation with radia-
tive energy loss (curves I) [30] describes the measured
RAA reasonably well using a large transport coefficient
q̂ = 14 GeV2/fm, which also provides a consistent de-
scription of light hadron suppression. This value of q̂

partN
0 50 100 150 200 250 300 350

A
A

R

0

0.2

0.4

0.6

0.8

1

1.2

1.4  = 200 GeVNNsAu+Au @ 

 > 0.3 GeV/c
T

 : p±e
 > 3.0 GeV/c

T
 : p±e

 > 4.0 GeV/c
T

 : p0π

FIG. 2: RAA of heavy-flavor electrons with pT above 0.3 and
3 GeV/c and of π0 with pT > 4 GeV/c as function of centrality
given by Npart. Error bars (boxes) depict statistical (point-
by-point systematic) uncertainties. The right (left) box at
RAA = 1 shows the relative uncertainty from the p+p refer-
ence common to all points for pT > 0.3(3) GeV/c.
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FIG. 3: (a) RAA of heavy-flavor electrons in 0-10% central
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(curves I [30], II [31], and III [32]). The box at RAA = 1 shows
the uncertainty in TAA. (b) vHF

2 of heavy-flavor electrons in
minimum bias collisions compared with π0 data [29] and the
same models. Errors are shown as in Fig. 2.

would imply a strongly coupled medium. In this model
the azimuthal anisotropy is only due to the path length
dependence of energy loss, and the data clearly favor
larger vHF

2 than predicted from this effect alone.
Figure 3 also shows that the large vHF

2 is better repro-
duced in Langevin-based heavy quark transport calcula-

PHENIX, PRL 98 
(2008) 172301

ALICE, nucl-ex/
2005.11131

Substantial E-loss and flow of 
HF electrons at RHIC — one 

motivation for η/s = 1/4π bound!
Thermalized charm “feels the shape” 

of the QGP region at the LHC
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trk < 250 in pPb collisions atp

sNN = 8.16 TeV. The error bars correspond to statistical uncertainties, while the shaded areas
denote the systematic uncertainties.

that B mesons have a smaller v2 than light-flavor particles, due to the larger mass of the b
quark [56–58], the nonprompt D0

v2 values are assumed to lie between 0 and those of strange
hadrons. The maximum effect from nonprompt D0 mesons is thus estimated using the ex-
tracted nonprompt D0 fraction and the change in v

S

2 is found to be smaller than 6%.

Other sources of systematic uncertainty in the D0
v2 measurement in this analysis include the

background mass pdf, the D0 meson yield correction (acceptance and efficiency correction),
selection of the D0 candidates, and the background v2 pdf. No systematic effect has been ob-
served while changing the background mass pdf to a second-order polynomial or an exponen-
tial function. To evaluate the uncertainties arising from the D0 meson yield correction, the v2
values are extracted from the corrected signal D0 distributions and compared to the uncorrected
v2 values, yielding an uncertainty of 2%. The selection criteria for D0 candidates are also varied
to tighter and looser values such that the D0 signal fraction, a(minv), changes by 50% and a sys-
tematic uncertainty of 14% is evaluated from the variations of v2. The systematic uncertainties
from the background v2 pdf (20% for pT < 2.4 GeV and 4% for pT > 2.4 GeV) are evaluated by
changing v

B

2 (minv) to a second-order polynomial function of the invariant mass and a constant
value. Systematic uncertainties from trigger bias and effects of pileup are negligible.

For K0
S, L, and X� particles, the systematic uncertainties related to selection of reconstructed

candidates (2% for K0
S and L particles and 6% for X� particles) are evaluated in the same way

as for D0 mesons. To test the procedure of extracting the signal v2, a study using EPOS LHC [54]
pPb events is performed and the extracted values are compared to the generator-level values.
The agreement is found to be better than 6%. Systematic uncertainties for W� particles are
quoted to be the same as those of X� particles.

CMS, PRL 121 
(2018) 082301

D-meson production in p–Pb collisions at
p

sNN = 5.02 TeV ALICE Collaboration

factor distribution has a peak structure, with the maximum at pT ⇡ 2.5 GeV/c and pT ⇡ 3.5 GeV/c,
respectively, possibly followed by a moderate (< 20–30%) suppression at higher pT, resulting from the
interplay of CNM effects and interactions of charm quarks with the radially expanding medium. The
trend suggested by these models is not supported by the data. The strong enhancement at pT ⇠ 3� 4
GeV/c observed in the model calculations is not consistent with the measured RpPb, and a suppression
larger than 10% for pT > 8 GeV/c is excluded by the data with a 98% confidence level.
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Figure 9: Nuclear modification factor RpPb of prompt non-strange D mesons in p–Pb collisions at
p

sNN =

5.02 TeV. In the left panel, the data are compared with calculations of theoretical models that include only CNM
effects: CGC [82], FONLL [2] with EPPS16 nPDFs [14], a LO pQCD calculation (Vitev et al.) [85], and a
calculation based on incoherent multiple scatterings (Kang et al.) [86]. In the right panel, the predictions of the
Duke [52] and POWLANG [53] transport models are compared with the measured D-meson RpPb. The vertical
bars and the empty boxes represent the statistical and systematic uncertainties. The black-filled box at RpPb = 1
represents the normalisation uncertainty.

The pT-integrated nuclear modification factor of prompt D0 mesons in �0.96< ycms < 0.04 was obtained
from Eq. 6 by integrating the pT-differential cross sections in pp and p–Pb collisions. The result is

R
promptD0

pPb (pT > 0,�0.96 < ycms < 0.04) = 0.96±0.05(stat.)+0.07
�0.07(syst.) (7)

and it is consistent with the atomic mass number scaling of the total charm cross section.

5.3 The pT and centrality-dependent nuclear modification factor

The measurement of the nuclear modification factor was also computed in various centrality intervals,
where the centrality is defined using the energy deposited by neutrons in the ZDC positioned in the Pb-
going side (ZN energy), as described in Section 2. For each centrality class the nuclear modification
factor, QpPb, is defined as

QpPb =
(d2

N
promptD/dpTdy)i

p�Pb

hTpPbii ⇥ (d2spromptD
pp /dpTdy)

, (8)

where (d2
N

promptD/dpTdy)i
p�Pb is the yield of prompt D mesons in p–Pb collisions and hTpPbii is the

average nuclear overlap function in a given centrality class.

The hTpPbii is estimated with the hybrid approach described in Ref. [69] and is based on the assumption
that the charged-particle multiplicity measured at mid-rapidity (�1 < hcms < 0) scales with the num-
ber of participant nucleons, Npart. The average nuclear overlap function is defined as hTpPbii =

hNcollii
sNN
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Similar v2 magnitude for charm 
hadrons in (very high multiplicity) p+Pb

Good constraints on RpPb for charm 
hadrons in minimum-bias collisions

What about charm and bottom in pp collisions?

Heavy flavor modification(?) in p+A



Selecting heavy flavor muons in pp

0.2− 0.1− 0 0.1 0.2 0.3 0.4

ID
) / p

MS
 - p

ID
(p

0

20

40

60

80

100

120

140

160

310×

Ev
en

ts
 / 

0.
02

=13 TeVs pp
<90rec

chN≤80
<5.5 GeVµ

T
5<p
Data
Fit
Signal
Background

ATLAS

0.5− 0.4− 0.3− 0.2− 0.1− 0 0.1 0.2 0.3 0.4 0.5
 [mm]0d

310

410

510

610

Ev
en

ts
 / 

0.
02

 m
m ATLAS

-1 13 TeV, 150 pbpp
<90rec

chN≤80
<5 GeV

T
4.5<p

|<2.4η|

Data
Fit
Charm
Bottom
Non-heavy-flavor
signal
Background

22

Heavy flavor decay muons separated from 
in-flight decays, punch-throughs, etc. via 
inner tracker - muon spectrometer p match

Decay muons from charm and 
bottom hadrons separated via 
transverse impact parameter



Two-particle correlation analysis
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Rapidity-separated two-particle Δɸ correlations with template fit to remove non-flow


Performed in selections with different (genuine muon, background) and (charm, bottom) 
fractions, extrapolated to v2 for pure charm and pure bottom



Charm and bottom v2 in pp collisions

24

0 20 40 60 80 100 120
rec
chN

0.05−

0

0.05

0.1

0.152v

ATLAS
-1=13 TeV, 150 pbs pp

<6 GeV
T

4<p
|<5ηΔ1.5<|

µ→c
µ→b

0 1 2 3 4 5 6 7 8
 [GeV]

T
p

0.05−

0

0.05

0.1

0.152v

ATLAS
-1=13 TeV, 150 pbs pp

<120rec
chN≤60

|<5ηΔ1.5<|
µ→c
µ→b

Figure 4: Elliptic anisotropy coe�cient v2 of muons from charm and bottom decays as a function of track multiplicity
Nrec

ch for muons with transverse momentum 4 < pT < 6 GeV (left) and as a function of pT for the 60  Nrec
ch < 120

multiplicity range (right). Data points are shifted by ±1 in Nrec
ch and ±0.125 GeV in pT for better visibility. The

vertical bars and shaded bands represent statistical and systematic uncertainties, respectively.

pT dependence. In contrast, the v2 of muons from charm decays is non-zero at lower pT but consistent
with zero at higher pT. It also shows no significant Nrec

ch dependence within the uncertainties.

In summary, a measurement of elliptic flow coe�cients for heavy-flavor decay muons in pp collisions at
13 TeV is presented, including a separation between charm and bottom contributions. The measurement
uses a dataset corresponding to an integrated luminosity of 150 pb�1 recorded by the ATLAS experiment
at the LHC. The inclusive heavy-flavor muon v2 values are not dependent on Nrec

ch in the range 60–120 and
show a clear decrease with pT from 4 to 7 GeV. The bottom-decay muons have v2 values consistent with
zero within statistical and systematic uncertainties, while the charm-decay muons have significant non-zero
v2 values. These results indicate that bottom quarks, unlike light and charm quarks, do not participate
in the collective behavior in high-multiplicity pp collisions. There are theoretical calculations within a
linearized Boltzmann-Langevin transport framework for Pb+Pb collisions at

p
sNN = 5.02 TeV predicting

larger v2 for D meson than v2 for B meson at pT < 10 GeV and similar v2 at pT > 10 GeV [32]. However,
no such calculations have been published for smaller systems including high-multiplicity pp events. The
results will provide fundamental new input to the theoretical models in development which attempt to
describe heavy-quark transport and energy loss in these smallest collision systems.
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Large v2 values for muons 
from c-hadrons in high-
multiplicity pp collisions 

(~0-7% pp)! 


on the other hand, v2 ~ 0 
for b-hadrons



Charm and bottom v2 in pp collisions
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Importance of b-quarks in Pb+Pb
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° v2 in Pb–Pb collisions at
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sNN = 5.02 TeV ALICE Collaboration
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Figure 3: (Color online) The °(1S) v2 coefficient integrated over the transverse momentum range 2 < pT <

15 GeV/c in three centrality intervals compared to that of inclusive J/y . Error bars (open boxes) represent the
statistical (systematic) uncertainties.

vals are 0–3, 3–6, and 6–15 GeV/c and the points are located at the average transverse momentum of the
reconstructed °(1S) uncorrected for detector acceptance and efficiency. The results are compatible with
zero and with the small positive values predicted by the available theoretical models within uncertainties.
The BBJS model calculations consider only the path-length dependent dissociation of initially-created
bottomonia inside the QGP medium [52]. The TAMU model incorporates in addition a regeneration
component originating from the recombination of (partially) thermalized bottom quarks [36]. Given that
the regeneration component gives practically negligible contribution to the total °(1S) v2, the differences
between the two models are marginal. It is worth noting that although the quoted model predictions are
for mid-rapidity, they remain valid also for the rapidity range of the measurement within the theoretical
uncertainties. Indeed the fractions of regenerated and initially-produced °(1S) are very close at mid-
and forward rapidities [36]. In addition, the QGP medium evolution is also similar between mid- and
forward rapidities, given the weak rapidity dependence of the charged-particle multiplicity density [53].
The presented °(1S) v2 result is coherent with the measured °(1S) suppression in Pb–Pb collisions [35],
as the level of suppression is also fairly well reproduced by the BBJS model and the TAMU model in-
cluding or excluding a regeneration component. Therefore, the result is in agreement with a scenario in
which the predominant mechanism affecting °(1S) production in Pb–Pb collisions at the LHC energies
is the dissociation limited to the early stage of the collision. It is interesting to note that the presented
°(1S) v2 results are reminiscent of the corresponding charmonia measurements in Au–Au collisions at
RHIC [54], where so far non-observation of significant v2 is commonly interpreted as a sign of a small
regeneration component from recombination of thermalized charm quarks at lower RHIC energies.

The °(1S) v2 values in the three pT intervals shown in Fig. 2 are found to be lower, albeit with large
uncertainties, compared to those of the inclusive J/y measured in the same centrality and pT intervals
using the data sample and analysis procedure described in Ref. [24].

Given that any v2 originating either from recombination or from path-length dependent dissociation
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Results (model A): prediction beyond calibration
. .

D-meson v3, B-meson RAA, v2

p-Pb collisions

Yingru Xu Results: improved Langevin 16 / 20

Xu, Ke, Bass, RHIC-AGS AUM 2018

Langevin approach with parameters 
from Bayesian analysis of Pb+Pb data - 

difficult to reconcile observed RpA 
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FIG. 4. Di↵erential cross section for B mesons computed in
our model and compared with experimental data from the
CDF collaboration [87] in pp̄ collisions. Note that we use
smaller values of Q2

s due to the consideration of smaller target
size and lower collision energy and S? = 12 mb for a proton
target.

order calculation can already provide a good description
of the transverse momentum distribution. For example,
the transverse momentum spectrum of B mesons in pp̄
collision can be computed and the results are shown in
Fig. 4. Within our simplified CGC model, the shape
of the experimental data reported in Ref. [87] in both
low and high pT regime can be described with a corre-
sponding saturation momentum for the proton target.1

We expect that a better agreement could be reached if
one uses the numerical solution to the small-x evolution
equation instead of the Golec-Biernat and Wustho↵ type
Gaussian distribution. This implies that we may be able
to extend the region of validity of our calculation to high
transverse momentum for the open heavy flavor meson,
as we show below.

Using the same set of parameters as in the calculation
for heavy quarkonia, we numerically compute the v2 of
open heavy mesons up to 8 GeV in g + q channel using
Eqs. (20) and (25) and show the results in Figs. 5 and
6. In our numerical evaluation, we have adopted the FFs
provided by the Peterson model [76] for both D0-meson
and B-meson, and also the KKKS FF for D0 meson [77,
78] and the KKSS FF for B-meson [79]. There is a clear
shift from the v2 of c quark to that of the D0 meson
while it is less obvious for the v2 of the b quark and the
B meson. This is mainly due to the b ! B fragmentation
function, which is strongly peaked at a larger value of z
compared to the c ! D0 one. As shown in Fig. 6, we

1 Strictly speaking, our model is more applicable to pA collisions.
Nevertheless, the comparison shown in Fig. 4 serves as a quanti-
tative example in order to demonstrate our discussion regarding
the high transverse momentum region.
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FIG. 5. Elliptic flow of open heavy mesons in the g ! QQ̄+q
channel compared with the experimental data from the CMS
collaboration [11, 12]. In the numerical calculation, the same
set of values for parameters have been adopted than in the
quarkonia case, namely, Bp = 6 GeV�2, � = 0.5 GeV and
Q2

s = 5 GeV2.

find that the resulting v2 is insensitive to the choices of
the FFs.

As shown in Fig. 5, our calculation of the v2 for D0

meson production can describe the CMS data [11] rea-
sonably well within the uncertainties of the experimental
data. In addition, we can make prediction for the second
harmonic coe�cients of b quarks and B mesons as well,
which are strongly suppressed as compared to those co-
e�cients of D mesons and heavy quarkonia. In contrast
to the heavy quarkonia case, we observed a strong mass
dependence for the open heavy meson v2 in our theo-
retical and numerical calculations. For the v2 of heavy
quarkonia, the mass dependent term coming from the
splitting function is only present in the d2r and d2r0 in-
tegrals which can be factorized out from the integration
of azimuthal angle of the reference quark. Therefore, it
contributes little to the elliptic flow. Physically speak-
ing, since we always require the heavy QQ̄ pair to be
close together in order to produce the quarkonium, the
splitting process does not really modify the correlation
between the QQ̄ pair and the reference quark. For the
Fourier harmonics of open heavy mesons, as can be seen
from Eqs. (23-24), the d2r, d2r0 and d2r2 integrals are
entangled together. In this case, we are studying the cor-
relation between one final state heavy quark out of the
splitting and a reference parton. Since the distance be-
tween the QQ̄ pair can be arbitrarily large, the mass de-
pendence naturally comes in the correlation. In addition,
we know that usually the mass of heavy quarks always
contributes as a suppression in the propagator, and we
also note the scale ordering mc < Qs < mb. Therefore,
it is reasonable to expect that the D meson can have a
sizable v2 coe�cient, while the correlation between the B

Zhang et al., PRD 102, 034010 (2020)

CGC calculation w/ interesting 
other predictions

R p
A

What do these look like in pp (smaller system, 
no A1/3 saturation enhancement)?
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Limiting conditions for collectivity?

• In a final-state interaction picture, non-zero vn values arise from an intrinsic 
transverse geometry, not “just” a large multiplicity


➡without a “long-range” geometry - one persisting across large rapidity 
range - particle rescattering cannot generate a v2 (or v3, v4…)
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FIG. 1. Single color-string event with partons in their initial
positions shown as blue points, and initial parton momentum
vectors shown as red arrows. The center-of-mass coordinate
for the set of partons is shown as the black open circle and
the spatial eccentricity shown as the ellipse.

"2, defined as

"2 =

q
hr2 cos(2�)i2 + hr2 sin(2�)i2

hr2i (1)

where the averages are over all initial parton transverse
coordinates (ri,�i) relative to their center-of-mass coor-
dinate. The vector  2 is defined by the short axis of the
ellipse. The black open circle corresponds to the center-
of-mass coordinate of the total set of partons. The ellipse
represents their spatial orientation and eccentricity, and
the angle  2 shows the orientation of the eccentricity.
For this specific event the initial parton eccentricity is
"2 = 0.34.

In ampt, the created partons are distributed around
the center of the string in the transverse plane with an av-
erage radius of approximately 0.1-0.2 fm. The eccentric-
ity thus varies event-by-event with a rather broad distri-
bution in "2 from 0 to 1, since there is no intrinsic geome-
try and just fluctuations of the initial parton coordinates.
The partons are “born” after some initial momentum-
dependent formation time with a strong correlation be-
tween their radial position and momentum vector, i.e.
moving predominantly radially outward.

The measured e+e� mean charged particle multiplicity
at 91 GeV is⇡ 21 [32, 41]. We have tuned the ampt input
value PARJ(41)= 2.5, which corresponds to parameter b
of the lund symmetric splitting function

f(z) / z�1(1� z)a exp(�bm2
T
/z) (2)

where z is the momentum fraction of the produced par-
ticle with respect to the fragmenting string and mT is

the transverse mass of the produced particle. We then
achieve a mean multiplicity of initial partons hNpartoni ⇡
43 and a mean charged particle multiplicity of hNchi ⇡
21. It is notable that for ampt to describe p+p and
A+A multiplicities at di↵erent collision energies, these
lund parameters are tuned [42].

IV. SINGLE STRING RESULTS

In order to explore the single color string case, we have
run 300 million such events. It is notable that only 17.9%
of all partons resulting from string melting undergo one
or more partonic scatterings. For comparison, we have
run another 300 million events where all final-state par-
tonic and hadronic interactions were turned o↵. The lat-
ter gives us a baseline where only initial-state momentum
correlations exist and, by definition, there is no collectiv-
ity in the final-state.
We have constructed long-range two-particle corre-

lations by taking all pairs of final-state hadrons with
pT > 0.5 GeV/c and calculating their relative angle ��
with an imposed pseudorapidity gap |�⌘| < 2.0. Note
again that pseudorapidity is defined by treating the string
axis as the longitudinal axis. Figure 2 (left panel) shows
the long-range two-particle correlation for hadrons with
pT � 0.5 GeV/c in the one string case with (blue) and
without (red) final-state interactions. Also shown are
Fourier component characterizations for both cases and
quoted the second Fourier component (c2 = hcos(2��)i).
The two distributions are nearly identical indicating that
for this system, final-state interactions play a negligible
role in correlated particle yields across a rapidity gap.
The single color string case for modeling e+e� colli-

sions does incorporate a modest number of final-state
parton-parton scatterings. However, these scatterings
have a very small e↵ect on the final rapidity-separated
collectivity signature. This may not be surprising for the
long range (large �⌘) two-particle correlations since the
initial geometric eccentricity is driven in this case solely
by fluctuations in the spatial coordinates of the partons
and should be mostly uncorrelated for di↵erent rapidity
slices.

Another test for the impact of partonic scattering on
collectivity, that does not require long-range rapidity cor-
relations, is to check for azimuthal anisotropy (v2) with
respect to the initial geometry orientation (i.e.  2) as
determined from the partons that emerge from string
melting— as shown in Figure 1, for example. The el-
liptic azimuthal anisotropy v2 is defined by

v2 = hcos(2(��  2))i . (3)

Whereas here we use early stage partons to define the
event geometry, previous ampt studies of small system
collectivity have calculated v2 relative to the orientation
defined by participant nucleons [17, 38]. Figure 2 (right
panel) shows v2(pT ) with respect to the parton plane for
final-state hadrons. The results with interactions (blue)
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FIG. 2. ampt events with a single color string modeling e+e� ! Z ! qq. (Left) Long-range two-particle correlations |�⌘| > 2.0
for hadrons with pT > 0.5 GeV/c, with and without final-state interactions. Fourier fits are also shown as lines and the c2
coe�cients displayed. (Right) Azimuthal anisotropy (v2) calculated with respect to the initial parton plane with and without
final-state interactions, and then the net di↵erence thus isolating the e↵ects due to final-state interactions (black curve).

and without interactions (red) both yield large negative
values for v2.

The explanation can be understood by examining Fig-
ure 1. In this event there is a fluctuation to have more
partons along the major axis of the ellipse, oriented along
the y = 0 line. The partons are born with large ra-
dial outward momentum (i.e. they have a strong radial
position-momentum correlation), and so there are more
partons initially moving to the left and to the right, as
opposed to up and down. Since the  2 vector is nearly
up, the particle distribution with no interactions already
has a large negative v2. The black curve in Figure 2
shows the net e↵ect of interactions on the v2, which is
very modest, less than a 1% e↵ect.

V. TWO STRING RESULTS

In order to further explore the minimum conditions
for collectivity, we have extended these calculations to
the special case of two color strings separated by 0.5 fm
in the transverse plane. Each color string is identical
to those considered above with the string oriented per-
fectly along the longitudinal direction, except each has
an energy corresponding to the half the Z boson mass.
A single event display is shown in Figure 3. This event
has 40 partons initiated from string melting and an initial
parton spatial eccentricity of "2 = 0.64.

There are two key di↵erences from the single color
string case. First, the number of parton scatterings is
substantially increased (even when controlling for the
higher total multiplicity of partons). In this case 40.3%
of all partons su↵er one or more scatterings. It is notable
that this number is already quite similar to the percent-
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FIG. 3. Two color-string event with initial parton positions
shown as blue points, and initial parton momentum vectors
shown as red arrows. The center-of-mass coordinate for the
set of partons is shown as the black open point and the spatial
eccentricity shown as the drawn ellipse.

age of partons that scatter in central d+A collisions at
center-of-mass energies from 19.6-200 GeV [38]. In this
two string case, there are partons from the left string
moving right and partons from the right string moving
left (i.e. towards each other). Second, there is now a
long-range correlation in the geometry of the initial par-
ton coordinates. The  2 axis is predominantly perpen-
dicular to the axis connecting the two strings (the x�axis

Parton rescatterings in the final 
state are happening - but no 
“preferred” final direction - no 

long-range ridge!

Snapshot of partons with 
momentum vectors in 

transverse plane

e+

e-

qq
_
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Model as a single 
string stretched 

between two 
receding quarks 

with E = mZ/2
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Parton rescatterings now 
generate a long-range 
azimuthal correlation

Same total energy, same total 
multiplicity — but now there is 

a long-range geometry
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e-

qq
_

Consider ficitious 
case with two 
parallel strings
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and without interactions (red) both yield large negative
values for v2.

The explanation can be understood by examining Fig-
ure 1. In this event there is a fluctuation to have more
partons along the major axis of the ellipse, oriented along
the y = 0 line. The partons are born with large ra-
dial outward momentum (i.e. they have a strong radial
position-momentum correlation), and so there are more
partons initially moving to the left and to the right, as
opposed to up and down. Since the  2 vector is nearly
up, the particle distribution with no interactions already
has a large negative v2. The black curve in Figure 2
shows the net e↵ect of interactions on the v2, which is
very modest, less than a 1% e↵ect.

V. TWO STRING RESULTS

In order to further explore the minimum conditions
for collectivity, we have extended these calculations to
the special case of two color strings separated by 0.5 fm
in the transverse plane. Each color string is identical
to those considered above with the string oriented per-
fectly along the longitudinal direction, except each has
an energy corresponding to the half the Z boson mass.
A single event display is shown in Figure 3. This event
has 40 partons initiated from string melting and an initial
parton spatial eccentricity of "2 = 0.64.

There are two key di↵erences from the single color
string case. First, the number of parton scatterings is
substantially increased (even when controlling for the
higher total multiplicity of partons). In this case 40.3%
of all partons su↵er one or more scatterings. It is notable
that this number is already quite similar to the percent-

X Coordinate [fm]
0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8

Y 
C

oo
rd

in
at

e 
[fm

]

0.8−

0.6−

0.4−

0.2−

0

0.2

0.4

0.6

0.8

2
ψ

FIG. 3. Two color-string event with initial parton positions
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age of partons that scatter in central d+A collisions at
center-of-mass energies from 19.6-200 GeV [38]. In this
two string case, there are partons from the left string
moving right and partons from the right string moving
left (i.e. towards each other). Second, there is now a
long-range correlation in the geometry of the initial par-
ton coordinates. The  2 axis is predominantly perpen-
dicular to the axis connecting the two strings (the x�axis
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FIG. 4. ampt events with two color strings. (Left) Long-range two-particle correlations |�⌘| > 2.0 for hadrons with pT > 0.5
GeV/c, with and without final-state interactions. Fourier fits are also shown as lines and the c2 coe�cients displayed. (Right)
Azimuthal anisotropy (v2) calculated with respect to the initial parton plane with and without final-state interactions, and
then the net di↵erence thus isolating the e↵ects due to final-state interactions (black curve).

in Figure 3), and this is true in all rapidity slices modulo
fluctuations.

Figure 4 shows the results with (blue) and without
(red) final-state partonic and hadronic interactions for
the long-range two-particle correlations (left panel) and
the v2 with respect to the parton plane (right panel).
The results are quite striking in that there is now a vis-
ible near-side ridge (a local maximum near �� = 0) in
the long-range correlation that is only seen when interac-
tions are turned on. We again show a Fourier component
characterization and quote the c2 coe�cient, and find a
much larger coe�cient in the case with interactions.

Even more striking is the very large net v2 as a func-
tion of pT seen with respect to the parton plane (shown
as the black curve). In fact, this v2 result (again, hav-
ing accounted for the initial negative v2 from momentum
correlations alone), is quite similar in magnitude and pT
trend to that observed in p+p collisions and various light
ion-nucleus collision results.

We also ran this two string configuration with just par-
tonic scattering, i.e. hadronic rescattering turned o↵, and
the v2 results are nearly identical. Thus, the dominant
contribution arises from parton scattering alone.

VI. TWO STRING ENERGY DEPENDENCE

While the two string scenario does not correspond to
an exact physical interaction system, it is interesting to
explore the energy dependence of the correlation and flow
observables. To that end, we have run ampt with the
identical configuration of two strings as detailed above at
di↵erent total collision energies (184, 91, 60, 45, 30, 10,
and 4.5 GeV). For each energy, the resulting total num-

ber of partons produced, the dNch/d⌘ within the window
|⌘| < 2.0, and the percentage of partons that have at least
one scattering are shown in Table I. There is a substan-
tial decrease in the number of partons produced at lower
energies, as expected; however, since the extension of the
strings in rapidity is also being reduced, the probability
of scattering has a much weaker energy dependence.

TABLE I. Summary of two string results as a function of
the total available energy. Columns include the total number
of partons over all phase space, dNch/d⌘ within the window
|⌘| < 2.0, and the percentage of partons that have at least
one scattering, i.e. Nscatter > 0.

Energy Npartons dNch/d⌘ % of Partons
(GeV) - (|⌘| < 2) w/ Nscatter > 0
184 95 11.6 40.4%
91 75 11.2 40.3%
60 63 10.5 39.2%
45 55 9.7 38.7%
30 44 8.3 37.6%
10 19 6.5 24.6%
4.5 9 3.7 11.3%

Figure 5 shows the two-particle azimuthal correlations
with a pseudorapidity gap |�⌘| > 2.0 for total energies
of 45, 30, and 10 GeV. The “ridge” feature is visible for
the higher energies all the way down to 45 GeV. There
is a hint of the ”ridge” feature at 30 GeV, and then it
disappears for lower energies. The very large correlation
peak at �� = ⇡ from momentum conservation becomes
dominant at the lowest energies — note the change in
the vertical scale between the panels.
In addition, we have calculated the v2 relative to the
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either the lab or the thrust coordinate analysis. There-
fore, a confidence limit (C.L.) on the near-side excess
of particle pairs is calculated using a bootstrap proce-
dure [28]. This method calculates the distribution of the
associated yield after allowing the one-dimensional cor-
relation function data points to vary according to their
uncertainties. For each Ntrk bin, 2⇥ 105 variations were
sampled in the bootstrap procedure. Most of these vari-
ations result in a correlation function that has a mini-
mum at �� = 0 and therefore zero associated yield. If
more than 5% of the data variations have a yield above
1⇥ 10�5, a 95% C.L. is quoted. Otherwise, a C.L. corre-
sponding to the fraction of data variations having a yield
below 1⇥ 10�5 is reported. This occurs in the low mul-
tiplicity selections, where the small uncertainties make it
extremely unlikely that a bootstrap variation produces
any nonzero associated yield. The C.L.s are shown as a
function of hNcorr

trk i in Fig. 3 by the red arrows for the lab
coordinate analysis and black arrows for the thrust coor-
dinate analysis. In general, the constraining power of the
data is driven mainly by statistical uncertainties, with
multiplicity bins having more events also having lower
C.L.s. The results are also compared to the associated
yield measurements in pp, pPb and PbPb collsions re-
ported by CMS [1, 3, 29], where the x axis of the CMS
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FIG. 4: A comparison of the data to three simple
pythia-based models that assume progressively larger

values of v2.

data was scaled by the pseudorapidity acceptance ratio
between ALEPH and CMS (0.725) and corrected for the
CMS minimum-bias tracking ine�ciency in pp collisions
(a factor of 1.15). The reported thrust C.L.s are com-
patible or lower than the central values of the associated
yield reported by CMS, although the systematic uncer-
tainties of the CMS measurements at low multiplicity are
large. These C.L.s contrast measurements of a nonzero
azimuthal anisotropy signal in lower multiplicity pp col-
lisions [30, 31].

In hadronic collision systems, the azimuthal anisotropy
of charged particle production is typically quantified with
the azimuthal anisotropy coe�cients, vn [10, 32, 33]. In
particular, the second order coe�cient, v2 is sensitive to
the collective behavior and the level of thermalization
of the system in relativistic heavy ion collisions [9, 34].
However, it is often di�cult to make a direct quantita-
tive connection between the size of any associated yields
and the corresponding value of v2 because most of the
structure of the correlation functions comes from jetlike
correlations. These correlations are sometimes referred
to as “nonflow” [35–38]. To give an idea of the sensi-
tivity of this analysis to nonzero values of v2, a simple
model was constructed using the archived pythia v6.1
as a baseline. In this model, it is assumed that the por-
tion of the one-dimensional correlation function that is
subtracted by the ZYAM procedure could have an addi-
tional azimuthal modulation of 10, 20, or 30%. The new
one-dimensional correlation function, after adding this
additional v2 component, is shown by the red, blue, and
pink lines in Fig. 4. Under this assumption that only the
ZYAM-subtracted portion of the correlation could have
an additional v2 component, it appears that the mea-
surement in the lab coordinates is not compatible with
v2 values of 0.2 or 0.3, but could perhaps still be com-
patible with v2 = 0.1. In the thrust axis, the spacing be-
tween the di↵erent v2 assumptions is larger because the

Badea, et al. 
PRL 123, 

212002 (2019)

Strong limits on possible magnitude 
of v2 - as expected in FSI picture w/ 

no long-range geometry!
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DIS ep collisions - structures 
dominated by multijet production, not 
compatible with collective effects…

What about a system “between” pp/pA and ee/ep?
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12

single sided ZDC triggers select photonuclear events:  
unwanted background to “normal” HI events…

• Photo-nuclear (ɣ+A) interactions: quasireal photon from one nuclear interacts 
with the other (which may generally break up)


• Identifiable by characteristically asymmetric topology


• “Clean” environment - photoproduction limit of DIS on nuclei (like at EIC!)
33
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Identify events via large “sum of 
gaps” in calorimeter+tracker plus 

ZDC veto on one side
Select events with large photon-

side sum-of-gaps

ɣ+A



Photo-nuclear event properties
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Two-particle correlations
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v2 in photo-nuclear events
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pT-integrated v2 ~ 4%, weaker 
than that for pp and p+Pb - 
multiplicity ~independent

Similar pT dependence from 
0.5-2 GeV, but larger 

uncertainties



Initial or final state?
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FIG. 2. The comparison with the ATLAS photo-nuclear data
and the resulting v2 from the CGC model calculation by using
� = 0.5GeV and Q2

s = 5GeV2 which are the same as the
parameters used in Refs. [60, 61].
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FIG. 3. The prediction for integrated v2 in the EIC regime.
In this calculation, we fix the photon momentum fraction y ⌘
p · q/p · l = 0.9. The theory curves are obtained by setting
Q2

s = 4 GeV2 and varying Q between 0.2 and 1 GeV.

it is worth mentioning that the transverse size ⇠ 1/Q of
the incoming photon can vary significantly in contrast
to the fixed size of the proton. In this model calcula-
tion, we have completely discarded the contribution of
the jet-type correlation, which is presumably removed in
the experimental analysis of the long range correlations.
Essentially, from the CGC point of view, azimuthal an-
gular correlations among partons can be generated when
they simultaneously interact with the dense background
gluon fields in the target.

In the two-particle correlation method, v2 is de-

fined as, v2(paT ) ⌘ v2,2(paT , p
b
T )/

q
v2,2(pbT , p

b
T ), where,

v2,2(paT , p
b
T ) ⌘ hei2(�a��b)i is the second Fourier har-

monic of the di↵erential two-particle spectrum with paT
and pbT representing di↵erent pT ranges for the trigger
and associate particles, respectively. In Fig. 2, we show
the resulting two particle correlations v2 for two di↵er-
ent values of the maximum integrated transverse momen-
tum pmax

? as the function of hadron transverse momen-
tum p? in photo-nuclear reactions in the above CGC
model, and find them in agreement with the recent AT-
LAS data. Our results for the integrated v2 is also in
line with the ATLAS data. In this reaction, the typical
virtuality (Q) of the incoming photon is usually of the or-
der of 30MeV[80, 81] which is much smaller than ⇤QCD.
However, the extent of the QCD fluctuation usually does
not exceed the size 1/⇤QCD due to the color confinement,
and thus Bp is set to be 25GeV�2 in this special case.
Although the integrated v2 only weakly depends on the
cut pmax

? [48, 49], the di↵erential v2 is also sensitive to the
choice of pmax

? when hadron fragmentation functions are
used. Besides, it is important to note that the current
CGC model employed here is only applicable[60, 61] in
the low p? regime.

In Fig. 3, assuming ⇤QCD  Q < 1GeV at EIC and
setting Bp = 1/Q2 (or 4/Q2), the predictions of the in-
tegrated v2 in the regime of future EIC are shown as the
function of Q/Qs. This plot indicates that sizable collec-
tivity comparable to that in UPC and pPb collisions at
the LHC is expected at EIC from the CGC perspective.
By varying the virtuality (Q) of the incoming photon, we
can study the system size dependence of the initial state
interactions as well. Also, we notice that events with Q2

as low as 0.045GeV2 were measured at HERA[82]. As Q
increases with fixed Qs, the system size decreases and the
typical spatial distance between the trigger particle and
the reference particle also shrinks, thus these two parti-
cles are more likely to scatter with the same color domain
of the size 1/Qs in the nuclear target. Since the correla-
tion generated in the CGC model usually emerges within
a color domain[44, 48, 49], it is then natural to expect
that v2 increases with increasing Q/Qs ratio. Neverthe-
less, as previously argued, our model is only applicable in
the low-Q2 region where the ratio Q/Qs is small. In addi-
tion, v2 only weakly depends on the value of �, which is
assumed to be much smaller than Qs (This is equivalent
to say that the parton density in the target nucleus is
much higher than that in the incoming photon). There-
fore, the resulting v2 at the EIC is only sensitive to the
dimensionless quantity Q/Qs.

3. Discussion and Summary Let us make some further
comments on several interesting aspects of the collective
phenomenon and the resulting impact on the future EIC
research e↵orts.

First, the high luminosity EIC will o↵er an unprece-
dented opportunity to study the collective behavior of
high multiplicity events. In particular, we argue that the
system size and collisional energy can be adjusted by se-
lecting high multiplicity events with di↵erent values of
photon virtuality Q2 and energy fraction y, respectively.

CGC based calculation - use ɣ+A 
as benchmark for signal in EIC!

Vector Meson Dominance picture - 
these interactions proceed as,   

e.g. ρ+A collisions 

Can initialize hydro with ρ+A 
geometry - but non-trivial 
complications from Eρ-b 

correlation, rapidity boost, etc.

Any takers?

A A
ρɣ
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• Azimuthal anisotropy signatures:


➡persist for pT ~ 50 particles in a wide range of p+Pb events! If this arises 
from final-state interactions, where is the accompanying jet modification?


➡ show a clear mass effect for heavy flavor quarks in pp collisions - can we 
use future charm and bottom studies to separate physics mechanisms?   


➡ are in photo-nuclear events! Is this a testbed for collectivity at the EIC, or is 
there a final-state interaction picture with an underlying geometry?

What can stop the flow? 

Thank you!
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